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Task 1 (25%): MPC

Given a process described by the linear discrete time state space model

xk+1 = Axk + Buk + Crk, (1)

yk = Dxk, (2)

where xk ∈ R
n is the state vector, uk ∈ R

r is the control vector and yk ∈ R
m

is the output vector. Here rk is a reference vector.
Note: The model (1) and (2) may be the result of augmenting an integrator
into a state space model.
Consider also the control objective

Jk =
L∑

i=1

((yk+i − rk+i)
T Qi(yk+i − rk+i) + (uk+i−1 − ui)

T Pi(uk+i−1 − ui)) (3)

where Qi ∈ R
m×m and Pi ∈ R

r×r are symmetric weighting matrices. The
vector ui represents desired values of the controls at time k = i.

a) Show that the control objective can be written as follows

Jk = (yk+1|L − rk+1|L)T Q(yk+1|L − rk+1|L) + (uk|L − u0)
T P (uk|L − u0). (4)

Specify the extended vectors rk+1|L, yk+1|L and uk|L, as well as the ex-
tended weighting matrices Q and P , and the vector u0.

b) Show that the process model (1) and (2) can be written as a prediction
model of the form,

yk+1|L = FLuk|L + pL. (5)

Specify expressions for FL and pL.

c)

• Find the MPC optimal unconstrained future controls of the form

u∗
k|L = f1(·). (6)

Specify the function f1(·)
• Which optimal MPC control, u∗

k, is used to control the process at
the present time, k?
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d) Assume that we have some output constraints

ymin
k+1|L ≤ yk+1|L ≤ ymax

k+1|L (7)

Show that the constraints can be written as a linear inequality

Auk|L ≤ b (8)

Specify the matrix A and the vector b.

e) The control objective, (4), with the prediction model (5) and the con-
straints (8) can be formulated as a Quadratic Programming (QP) prob-
lem,

Problem 0.1 (MPC QP problem)
Minimize

Jk = uT
k|LHuk|L + 2fT uk|L + J0. (9)

with respect to uk|L subject to constraints as in (8).

Specify matrix H and the vector f .

Task 2 (20%) (Computing present state, xk)

Given a discrete time state space model

xk+1 = Axk + Buk, (10)

yk = Dxk. (11)

From the state space model (10) and (11) we can deduce the Prediction Model
(PM)

yk+1|L = OLAx̂k + FLuk|L, (12)

In order to use this PM in case when the state vector xk is not measured, we
have to obtain an estimate x̂k.

a) Show that the present state can be expressed by

xk = AJ−1xk−J+1 + Cd
J−1uk−J+1|J−1 (13)

where J is a horizon into the past. Give an expression for the matrix
Cd

J−1 and the vector uk−J+1|J−1. Tips: this equation may be deduced
from (10).
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b) Consider the matrix equation

yk|J = OJxk + Hd
Juk|J−1. (14)

Define the matrices OJ and Hd
J .

c) Use equations (13) and (14) in order to find an expression

x̂k = f2(past inputs and outputs) (15)

Specify the function f2(·) !

Task 3 (25%)

(Discrete LQ optimal control with Integral Ac-

tion)

We are in this task to study an LQ optimal controller for a system described
by the state space model

xk+1 = Axk + Buk + v, (16)

yk = Dxk + w, (17)

where v and w are constant and unknown disturbances.
Subject to the above state space model we want to design MPC optimal con-
troller which minimizes the following criterion

Jk =
1

2

L∑
i=1

((yk+i − rk+i)
T Qi(yk+i − rk+i) + ΔuT

k+i−1PiΔuk+i−1). (18)

where Δuk = uk − uk−1 and rk is a specified reference vector. Qi and Pi are
symmetric and positive semidefinite matrices.

a) Show that it is possible to write the model in (16) and (17) on deviation
form, i.e.,

Δxk+1 = AΔxk + BΔuk, (19)

Δyk = DΔxk, (20)

where

Δxk = xk − xk−1, Δuk = uk − uk−1, Δyk = yk − yk−1. (21)

What can be gained by doing this?
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b) Show that the model in (19) and (20) can be written as follows

x̃k+1 = Ãx̃k + B̃Δuk, (22)

yk = D̃x̃k, (23)

where

x̃k =

[
Δxk

yk−1

]
. (24)

Here you should define the matrices Ã, B̃ and D̃.

c) Find the optimal unconstrained control deviation

Δu∗
k|L = f3(·) (25)

in this case ! Specify the function f3(·) in this case.

d) Assume that we have some control rate of change constraints

Δumin
k|L ≤ Δuk|L ≤ Δumax

k|L (26)

Show that the constraints can be written as a linear inequality

AΔuk|L ≤ b (27)

Specify the matrix A and the vector b in this case.

e) Formulate the MPC problem as a QP problem for computing the optimal
future control deviations Δu∗

k|L.
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